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ABSTRACT. In this study, parabolic partial differential equation with two integral boundary conditions are considered for distribution of family savings for a family set. By separation of variables method, eigenvalues and eigenfunctions of the problem are obtained and solution is written. Moreover, Method of limes method and Crank Nicolson method are applied to the problem and errors of numerical methods are presented.
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1. Introduction

Integral boundary conditions for parabolic equations are well known problem in applications (see, for example, Cannon[1], Ionkin[7], Kamynin[8], Day[3], Erofeeko and Kozlovski[6]). Such a boundary condition are called nonlocal boundary condition or nonclassical boundary condition. Similar problems are also used for hyperbolic equations.

In this study, we deal with a family saving model which can be represented by Kolmogorov equation with two integral boundary conditions.

Suppose that $x(t)$ denotes the saving of a family at time $t$ and satisfy the differential equation

$$dx = F(x, t) \, dt + G(x, t) \, dX, \quad G \geq 0$$

where $X$ is the Markov process, $F(x, t)$ is the rate of the change for the family saving and $G(x, t) \, dX$ is the random change of the family income.

For a family set let us assume that equation (1.1) describes the saving of all families by ignoring the dynamic of individual family saving. The density distribution of the saving of families $u(x, t)$ satisfies

$$\frac{\partial u}{\partial t} = -\frac{\partial}{\partial x} [(c(x, t) + F(x, t)) \, u] + \frac{1}{2} \frac{\partial^2}{\partial x^2} (b(x, t)u) + f(x, t)$$

with initial condition

$$u(x, 0) = \varphi(x), \quad 0 \leq x \leq l$$

and boundary conditions

$$\int_0^l u(x, t) \, dx = N(t), \quad t \geq 0$$
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(1.5) \[ \int_{0}^{l} xu(x,t) \, dx = K(t), \quad t \geq 0 \]

where \( c(x,t), b(x,t), K(t), N(t), \varphi(x) \) and \( f(x,t) \) are continuously differentiable functions. \( N(t), K(t) \) denote total number of families and total amount of family saving in \([0,l] \) respectively [6].

2. SPECIAL CASE OF THE MODEL

We will consider special case of problem (1.2)-(1.5) on region \( D = (0 < t < \infty) \times (0 < x < l) \)

(2.1) \[ \frac{\partial u}{\partial t} = a^2 \frac{\partial^2 u}{\partial x^2} + f(x,t), \]

(2.2) \[ u(x,0) = \varphi(x), \quad 0 \leq t \leq T, \]

(2.3) \[ \int_{0}^{1} u(x,t) \, dx = N(t), \quad t \geq 0, \]

(2.4) \[ \int_{0}^{1} xu(x,t) \, dx = K(t), \quad t \geq 0, \]

where \( f(x,t), K(t), N(t), \varphi(x) \) are continuously differentiable functions on region D. Compatibility conditions of this problem are

\[ \int_{0}^{1} x\varphi(x) \, dx = N(0) \] and \[ \int_{0}^{1} \varphi(x) \, dx = K(0). \]

Using the transform

\[ u(x,t) = v(x,t) + (12K(t) - 6N(t))x + 4N(t) - 6K(t) \]

boundary conditions of equation (2.1)-(2.4) become homogenous:

(2.5) \[ \frac{\partial v}{\partial t} = a^2 \frac{\partial^2 v}{\partial x^2} + F(x,t), \]

(2.6) \[ v(x,0) = \psi(x), \]

(2.7) \[ \int_{0}^{1} v(x,t) \, dx = 0, \]

(2.8) \[ \int_{0}^{1} xv(x,t) \, dx = 0, \]

where

\[ F(x,t) = f(x,t) - (12K'(t) - 6N'(t))x + 4N'(t) - 6K'(t) \]

and

\[ \psi(x) = \varphi(x) - (12K(0) - 6N(0))x + 4N(0) - 6K(0). \]
Equations (2.5)-(2.8) are linear with respect to \( v(x,t) \), then this problem can split into two auxiliary problems:

i)

\[
\begin{align*}
\frac{\partial v}{\partial t} &= a^2 \frac{\partial^2 v}{\partial x^2}, \\
v(x,0) &= \psi(x), \\
\int_0^1 v(x,t)dx &= 0 \\
\int_0^1 xv(x,t)dx &= 0
\end{align*}
\]

ii)

\[
\begin{align*}
\frac{\partial v}{\partial t} &= a^2 \frac{\partial^2 v}{\partial x^2} + F(x,t), \\
v(x,0) &= 0, \\
\int_0^1 v(x,t)dx &= 0 \\
\int_0^1 xv(x,t)dx &= 0
\end{align*}
\]

If solution of the problem (i) is \( v_1(x,t) \) and solution of the problem (ii) is \( v_2(x,t) \) then solution of the problem (2.5)-(2.8) is \( v(x,t) = v_1(x,t) + v_2(x,t) \).

Integrating both sides of (2.9) with respect to \( x \) from 0 to 1 and using integration by parts, integral boundary conditions in (2.11) and (2.12) become, respectively,

\[
\begin{align*}
v_x(1,t) - v_x(0,t) &= 0, \\
v_x(1,t) - v(1,t) + v(0,t) &= 0.
\end{align*}
\]

Substituting these equations in (2.9)-(2.12), we have

\[
\begin{align*}
\frac{\partial v}{\partial t} &= a^2 \frac{\partial^2 v}{\partial x^2}, \\
v(x,0) &= \psi(x), \\
v_x(1,t) - v_x(0,t) &= 0, \\
v_x(1,t) - v(1,t) + v(0,t) &= 0.
\end{align*}
\]
By the separation of variables, a Sturm-Liouville problem and an ODE are, respectively, obtained as

\begin{align}
(2.21) & \quad X''(x) + \lambda X(x) = 0, \\
(2.22) & \quad X'(1) - X'(0) = 0, \\
(2.23) & \quad X'(1) - X(1) + X(0) = 0,
\end{align}

and

\begin{align}
(2.24) & \quad T'(t) + \lambda a^2 T(t) = 0.
\end{align}

Sturm-Liouville problem (2.21)-(2.23) is self-adjoint and boundary conditions are regular, and also strongly regular. Therefore, the eigenfunctions of the Sturm-Liouville problem are the Riesz basis on $L^2[0, 1]$ (Naimark\[11\], Kesselman[9], Mikhailov [10]).

Characteristic equation of the Sturm-Liouville problem is

\begin{align}
(2.25) & \quad 2 - 2 \cos k - k \sin k = 0,
\end{align}

where $\sqrt{\lambda} = k$.

It is easily seen that $k_0 = 0$ and $k_{2n} = 2n\pi, (n = 1, 2, \cdots)$ are roots of the equation (2.25). There is also another root of equation (2.25) in $[n\pi, (2n+1)\pi]$.

By using Langrange-Burmann formula root is calculated asymptotically as

\begin{align}
\sqrt{\lambda} = k_{2n+1} &= (2n+1)\pi - 4((2n+1)\pi)^{-1} - \frac{32}{3} ((2n + 1)\pi)^{-3} - \frac{832}{15} ((2n + 1)\pi)^{-5} \\
&\quad + O\left(\frac{1}{n^7}\right).
\end{align}

Corresponding eigenfunctions are obtained by

\begin{align}
X_0(x) &= 1, \\
X_{2n} &= \cos(2\pi n)x, \quad n = 1, 2, \cdots, \\
X_{2n+1} &= \frac{-k_n}{2} \cos(k_n x) + \sin(k_n x), \quad n = 1, 2, \cdots.
\end{align}

Therefore, solution of the problem (2.17)-(2.20) is

\begin{align}
v_1(x,t) &= \sum_{n=0}^{\infty} A_{2n} \cos(2\pi n x) e^{-a^2 4\pi^2 n^2 t} + \sum_{n=1}^{\infty} B_n \left(\frac{-k_n}{2} \cos(k_n x) + \sin(k_n x)\right) e^{-a^2 k_n^2 t},
\end{align}

where

\begin{align}
A_0 &= \int_0^1 \psi(x) dx, \\
A_n &= 2 \int_0^1 \psi(x) \cos(2\pi n x) dx, \quad n = 1, 2, \cdots, \\
B_n &= \frac{1}{\| X_{2n+1}(x) \|^2} \int_0^1 \psi(x) \left(\frac{-k_n}{2} \cos(k_n x) + \sin(k_n x)\right) dx, \quad n = 1, 2, \cdots.
\end{align}
Solution of the problem (2.13)-(2.16) can be easily obtained by

\[ v_2(x,t) = \sum_{n=0}^{\infty} \left[ \int_0^t F_{2n}(\tau)e^{-k_n^2(t-\tau)}d\tau \right] X_{2n}(x) + \left[ \int_0^t F_{2n+1}(\tau)e^{-k_n^2(t-\tau)}d\tau \right] X_{2n+1}(x), \]

where

\[ F_0(\tau) = \int_0^1 F(x,\tau)dx, \]

\[ F_{2n}(\tau) = \int_0^1 F(x,\tau)X_{2n}(x)dx, \quad n = 1, 2, \ldots. \]

\[ F_{2n+1}(\tau) = \int_0^1 F(x,\tau)X_{2n+1}(x)dx, \quad n = 1, 2, \ldots. \]

3. Numerical Solution

Method of Lines [12] and the Crank-Nicolson method [13] are used for numerical solution of problem (2.1)-(2.4). In both methods, the Simpson’s rule is used to approximate the integral in (2.3) and (2.4) numerically. We display here a few of numerical results.

**Example 3.1.**

\[ \frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + (x^2 - 2)e^t, \]

\[ u(x,0) = x^2, \]

\[ \int_0^1 u(x,t)dx = (1/6) - 2t, \]

\[ \int_0^1 xu(x,t)dx = (1/12) - t. \]

Exact solution of example 1 is \( u(x,t) = x - x^2 - 2t \). The absolute relative errors at various spatial lengths for \( u(0.5,0.5) \) are shown in Table 1.

<table>
<thead>
<tr>
<th>Spatial Length</th>
<th>MOL Method</th>
<th>Crank-Nicolson Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>h=0.1</td>
<td>1.3471E-14</td>
<td>2.9606E-16</td>
</tr>
<tr>
<td>h=0.05</td>
<td>8.4510E-13</td>
<td>2.9606E-16</td>
</tr>
<tr>
<td>h=0.025</td>
<td>1.7494E-12</td>
<td>6.8094E-15</td>
</tr>
<tr>
<td>h=0.0125</td>
<td>4.6876E-12</td>
<td>1.9244E-15</td>
</tr>
</tbody>
</table>
Example 3.2.

\[ \frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2}, \]

\[ u(x, 0) = \sin(\pi x), \]

\[ \int_0^1 u(x, t) dx = \frac{2}{\pi} \exp(-\pi^2 t), \]

\[ \int_0^1 xu(x, t) dx = (1/12) - t. \]

Exact solution of example 2 is \( u(x, t) = \sin(\pi x) \exp(-\pi^2 t) \). The absolute relative errors at various spatial lengths for \( u(0.5, 0.5) \) are shown in Table 2.

<table>
<thead>
<tr>
<th>Spatial Length</th>
<th>MOL Method</th>
<th>Crank-Nicolson Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>h=0.1</td>
<td>0.0029</td>
<td>0.0075</td>
</tr>
<tr>
<td>h=0.05</td>
<td>4.5074E-4</td>
<td>0.0023</td>
</tr>
<tr>
<td>h=0.025</td>
<td>6.4370E-5</td>
<td>5.6888E-4</td>
</tr>
<tr>
<td>h=0.0125</td>
<td>4.4595E-6</td>
<td>9.1160E-5</td>
</tr>
</tbody>
</table>

4. Conclusion

Diffusion equation with two integral boundary conditions is studied. Integral boundary conditions are transformed to local one and by separation of variables, analytic solution of this problem is found. In addition, by applying the Method of Lines [12] and Crank Nicolson method [13], numerical solution of the problem is found.
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